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Abstract- In recent years, IT infrastructures continue tovgrapidly driven by the demand for computational
power created by modern compute-intensive busimess scientific applications. However, a large-scale
computing infrastructure consumes enormous amoohtslectrical power leading to operational costatth
exceed the cost of the infrastructure in few yeémscept for overwhelming operational costs, higlwen
consumption results in reduced system reliabilitg @evices lifetime due to overheating. Anotherbfem is
significant CO2 emissions that contribute to theegthouse effect. One of the way to reduce poweswoption

by a data center is to apply virtualization teclogyl This technology allows one to consolidate smveervers
to one physical node as Virtual Machines (VMs) @dg the amount of the hardware in use. Recentlgrged
Cloud computing paradigm leverages virtualizatiord grovides on-demand resource provisioning over th
Internet on a pay-as-you-go basis. This allows rentes to drop the costs of maintenance of thain o
computing environment and out-source the computatioeeds to the Cloud. It is essential for Clotmviglers

to offer reliable Quality of Service (QoS) for tleistomers that is negotiated in terms of ServicgelLe
Agreements (SLA), e.g. throughput, response tinteerd@fore, to ensure efficient resource managemeat a
provide higher utilization of resources, Cloud pders (e.g. Amazon EC2) have to deal with power-
performance trade-off, as aggressive consolidatib’vMs can lead to performance loss. In this work w
leverage live migration of VMs and propose heuwsstior dynamic reallocation of VMs according to reunt
resources requirements, while ensuring reliable.Qo® objective of the reallocation is to minimibe number
of physical nodes serving current workload, wheredes nodes are switched off in order to decreaseep
consumption. A lot of research has been done irep@fficient resource management in data centersomtrast

to previous studies, the proposed approach carctie#éy handle strict QoS requirements, heterogaseo
infrastructure and heterogeneous VMs. The algosthne implemented as fast heuristics, they do epénd on

a par-ticular type of workload and do not requing Bnowledge about applications executing on VMs.

Index Terms- VM Migration, Cloud Datacenter, VM Allocation, QoS

1. INTRODUCTION

Virtual machines consolidation aims at reducing the

number of active physical servers in a data cemitie ~ Simulator. In comparison with the state of the g

the goal to reduce the total power consumptionhis obtained results show that consolidation with usage
context, most of the existing solutions rely orprediction reduces the total migrations and the grow
aggressive virtual machine migration, thus resgltm consumption of the servers while complying with the
unnecessary overhead and energy wastage. Thieartigervice level agreement. Minimizing the use of
presents a virtual machine consolidation algorithmenergy/network communication overhead with
with usage prediction (VMCPU) for improving the maximum resource utilization in large DCs is a
energy efficiency of cloud data centers. Our athoni  challenging task as computing applications and data
is executed during the virtual machine consolidatioare growing so quickly for which increasing larger
process to estimate the short term future CP8ervers and disks are required to process them fast
utilization based on the local history of the theenough within the required time period. In order to
considered servers. The joint use of current angiinimize network load and maximize resource
predicted CPU utilization metrics allows a reliableutilization in cloud DCs, we simulated our proposed
characterization of overloaded and underloadedgetwork load-aware scheduling algorithm that ersure
servers, thereby reducing both the load and theepowminimum VMs migration while delivering the
consumption after consolidation. We evaluate ounegotiated Quality-of-Service (QoS).

proposed solution through simulations on Cloudsim

73



International Journal of Research in Advent Technology, Vol.4, No.1, January 2016
E-1SSN: 2321-9637
Available online at www.ijrat.org

Dhanoa & Khurmi, [4] have analyzed the impact of

VM size and network bandwidth on VM migration
2. LITERATURE SURVEY time and energy consumption of the source system.

Variation in VM size and network bandwidth resuts

Farahnakian, Ashraf , Pahikkala [presented a novel Significant impact on energy consumption of source
dynamic Virtual Machine consolidation approactsystem during VM Live migration. Further we can
called ACS-based VMConsolidation. It reduces théeduce energy consumption and migration time of
energy consumption of datacenters by consolidatirgbsystems by selecting VM with least memory size
VMs into a reduced number of active Physicafor migration and increased network bandwidth.
Machines while preserving Quality of ServiceResults of this study would help to design alganitto
requirements. Since the VM consolidation problem igptimize energy requirements in live migration of
strictly NP-hard, they used the Ant Colony System tVMs. Live migration feature of Virtualization has
find a near-optimal solution. We defined a multi-great potential to optimize energy efficiency dgrin
objective function that considers both the numbler dive migration.
dormant PMs and the number of migrations. When
compared to the existing dynamic VM consolidatiorVahora & Patel [5] Presents VM management
approaches, ACS-VMC not only reduced the energigchnique for efficient utilization of_ resources iah
consumption, but also minimized SLA violations andeads to reduce energy consumption and number of
the number of migrations. They evaluated th&/M migration in virtualized data centers. Ther.e are
performance of proposed approach by conductin@umber of research has. been carried out in this
experiments with ten different real workload traces Subject, some are practical based and some are
simulator-based. By analyzing related work on this
Shahzad,.Umer, Nazir, [2] developed an efficiealo Subject, they found that it is critical and essznto
balancing algorithm by using scheduling to minimizdandle three main things: first, how to allocate ki
VMs migration, which avoid different network host such that it is not over- loaded, second, fhic
performance parameters like congestion, latency et¢M should be selected for migration from overloaglin
There work categories VMs by showing priorities of0sts, third where to place (Reallocate) VM whish i
the VMs, which will help to reduce network overhead selected for migration. For this we have to balathee
load such that host is not over loaded or undetdda
Zhao, Lu [3] developed online VM placementWwith the requests. If host is over loaded one oremo
algorithms to increase cloud providers revenue byumber of VM migrated from the host and if host is
reducing SLA violation cost. First-Fit and Harmonicunder loaded resources are not properly utilizetthwh
algorithms are devised without considering VMl€ads to unnecessary energy consumed by them. So,
migrations, while LRF and DDG are devised for VMProper management of VM is necessary which is done
migration considering VM migrations. There analysi®y the algorithm and experiments shown that VM
shows that First Fit and Harmonic perform the same Management techniques proposed by them performs
their worst case, and is comparable to the ratio @eatly better than previous work on the whole.
lower bound to upper bound. They have conduct
experiments to evaluate the algorithms using syitthe 3. PRELIMINARIES
and real data, respectively. It is found that Hamimo
could create more revenue than First-Fit by moas th Recent developments in virtualization have restiited
10 percent when job arriving rate is greater thah 1 its proliferation across datacenters. By supporthgy
DDG algorithm is applicable in scenarios when SLAmovement of VMs between physical nodes, it enables
penalty is high, job arriving rate is low and thedynamic migration of VMs according to the
migration cost is low, while LRF performs better inperformance requirements. When VMs do not use all
the opposite situations. Through evaluation onréla®  the provided resources, they can be logically egkiz
trace from TIJUHPCC, they find that First-Fit couldand consolidated to the minimum number of physical
yield more revenue than Harmonic by 1.7 percent iiodes, while idle nodes can be switched to thepslee
migration is not allowed, and DDG creates morenode to eliminate the idle Power consumption and
revenue than LRF by 1.23percent if migration igeduce the total energy consumption by the datacent
allowed. By comparing proposals against theCurrently, resource allocation in a Cloud data eent
algorithms adopted in Open-stack and Cloudstackjms to provide high performance while meeting
they find that FirstFit and DDGcould create moreSLAs, without focusing on allocating VMs to
revenue in the TJUHPCC case. There algorithmsinimize energy consumption. To explore both
currently could take effect in 1aaS systems, whéve performance and energy efficiency, three crucial
requests are not constrained by their communicsition issues must be addressed. First, excessive power
cycling of a server could reduce its reliabilityecend,
turning resources off in a dynamic environment is
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risky from the QoS perspective. Due to the varigbil The optimization of the current VM allocation is
of the workload and aggressive consolidation, sonm@arried out in two steps: at the first step we celéMs
VMs may not obtain required resources under peahkat need to be migrated, at the second step tteenh
load, and fail to meet the desired QoS. Third, Bngu VMs are placed on the hosts using the IBFD
SLAs brings challenges to accurate applicatioalgorithm. To determine when and which VMs should
performance management in virtualized environmentbe migrated, we introduce three double-threshold VM
All these issues require effective consolidatiorselection policies. The basic idea is to set upet
policies that can minimize energy consumptiodower utilization.

without compromising the user-specified QoSThresholds for hosts and keep the total utilizatdn

requirements. the CPU by all the VMs allocated to the host betwee
these thresholds. If the CPU utilization of a hiadis
4.VM PLACEMENT below the lower threshold ,all VMs have to be

migrated from this host and the host has to be

The problem of VM allocation can be divided in twoSWitched to the sleep mode in order to eliminate th
parts: the first part is the admission of new retmiéor ~ idle power consumption.
VM provisioning and placing the VMs on hosts,If the utilization exceeds the upper threshold, som
whereas the second part is the optimization of théMs have to be migrated from the host to reduce the
current VM allocation. The first part can be sesrea Utilization. The aim is to preserve free resourges
bin packing problem with variable bin sizes andrder to prevent SLA violations due to the
prices. consolidation in cases when the utilization by VMs
To solve it we apply a variant of the Best Fitncreases.
Decreasing (BFD) algorithm that is shown to use ndhe difference between the old and new placements
more than 11/9- OPT+ 1 bins (where OPT is thforms a set of VMs that have to be reallocated. The
number of bins given by the optimal solution) [3tt]. New placement is achieved using live migration of
our modification, the Modified Best Fit Decreasing?Ms. In the following sections we discuss the
(MBFD) algorithms, we sort all VMs in decreasingProposed VM selection policies.
order of their current CPU utilizations, and alleca L o _
each VM to a host that provides the least incredse 4-1.1The minimization of migrations policy
power consumption due to this allocation. Thiswa#io
leveraging the heterogeneity of resources by cigosi The Minimum Migrations (MM) policy selects the
the most power-efficient nodes first. The pseuddeco Minimum number of VMs needed to migrate from a
for the algorithm is presented in Algorithm1.Thehost to lower the CPU utilization below the upper
complexity of the allocation part of the algorittism . utilization threshold if the upper Threshold is laied.
m, where n is the number of VMs that have to bket V; be a set of VMs currently allocated to the host
allocated and m is the number of hosts. j-Then P(Vj) is the powerset of Vj. The MM policy
finds a set RP (Vj) defined in (3).

Algorithm 1: Improved Best Fit Decreasing (IBFD)

( {SlSEP (v)wj — Tvesua(v) < Ty,
1 Input: hostList, vmListOutput: allocation of VMs R:! |S| = min} ifuj > T,

2 vmList.sortDecreasingUtilization() Vi, if uy > T, 3)

3 foreach vm in vmList do ld), otherwise

4 minPower—MAX

5 allocated Host-NULL Where Tu is the upper utilization threshold;id the

6 for each host in hostList do lower utilization threshold, juis the current CPU
7 if host has enough resource for vm then utilization of the host j; and,(v) is the fraction of the

8 powes—estimatePower(host, vm) CPU utilization allocated to the VMv. The pseudo-
9 if power < minpower then code for the MM algorithm for the over-utilization
10 allocatedHosthost case is presented in Algorithm 2. The algorithntssor
11 minPowespower the list of VMs in the decreasing order of the CPU
12 if allocated Host NULL then utilization. Then, it repeatedly looks through ttst of

13 allocate vm to allocated Host VMs and finds a VM that is the best to migrate from
14 return allocation the host. The best VM is the one that satisfies two

conditions. First, the VM should have the utilipati
higher than the difference between the host’s divera
utilization and the upper utilization threshold c8ed,
4.1. VM Selection if the VM is migrated from the host, the difference
between the upper threshold and the new utilizaton
the minimum across the values provided by all the

75



International Journal of Research in Advent Technology, Vol.4, No.1, January 2016
E-1SSN: 2321-9637
Available online at www.ijrat.org

VMs. If there is no such a VM, the algorithm setect 4.1.3.The random choice policy

the VM with the highest utilization, removes it fino

the list of VMs, and proceeds to a new iterationeT The Random Choice (RC) policy relies on ar and om
algorithm stops when the new utilization of thethies selection of a number of VMs needed to decrease the
below the upper utilization threshold. The comgexi CPU utilization by a host below the upper utilipati

of the algorithm is proportional to the producttbé threshold. According to a uniformly distributed
number of over-utilized hosts and the number of VMsliscrete random variable(X), whose values index

allocated to these hosts. subsets of Vj, the policy selects a setFR(Vj),as

shown in (5).
Algorithm 2: Min Migrations (MM) I( SIS EP (1)), uj — Tpesua(v) < Ty,

d

1 Input: hos tList Output: migration List R={ x2u(o[p(o.[P()| -1} if y > Ty (5)
2 foreach h in host List do | v, if uy > T,
3 vmList—h.get VmList() \(p, otherwise
4 vmList.sort DecreasingUtilization()
5 hUtil—h.getUtil() Where X is a uniformly distributed discrete random
6 bestFitUti—MAX variable used to select a subset of Vj. The resilts
7 while hUtII>THRESH_UP do simulation-based evaluation of the proposed
8 foreach vm in vmList do algorithms in terms of power consumption, SLA
9 if vm.getUtil()>hUtil-THRESH_UP then violations and the number of VM migrations are
10 t—vm.getUtil()-hUtil + THRESH_UP presented in Section 5.
11 if t < bestFitUtil then
12 bestFitUtd-t 5.EXPERIMENTSAND RESULTS
13 bestFitVm-vm
14 else In this section, we discuss a performance analykis
15 if bestFitUtil=MAX then the energy-aware allocation heuristics presented in
16 bestFitVma-vm Section 4. We have conducted our experiments on
17 break cloudSim Simulator , we calculate the time needed t
18 hUtit—hUtil-bestFitvVm.getUtil() perform a live migration of a VM as the size of its
19 migrationList.add(bestFitVm) memory divided by the available network bandwidth.
20 vmList.remove(bestFitVm) For the simulations, the utilization of the CPU &y
21 if hUtiIIKkTHRESH_LOW then VM is generated as a uniformly distributed random
22 migrationList.add(h.getVmList()) variable. This is appropriate due to unknown types
23 vmList.remove(h.getVmList()) applications running on VMs, and as it is not polesi
24 return migrationList to build the exact model of such a mixed workload.

We have simulated a data center comprising 100
4.1.2.The highest potential growth policy heterogeneous physical nodes. Each node is modeled

to have one CPU core with the performance equivalen
When the upper threshold is violated, the Highest1000, 2000 or 3000MIPS, 8GB Of RAM and 1TB of
Potential Growth (HPG) policy migrates VMs thatstorage.
have the lowest usage of the CPU relatively to tha host consumes from 175W with 0% CPU
CPU capacity defined by the VM parameters in ordautilization, up to 250W with 100% CPU utilization.
to minimize the potential increase of the host'€ach VM requires one CPU core with 250, 500, 750
utilization and prevent an SLA violation, asor 1000 MIPS, 128 MB of RAM and 1GB of storage.

formalized in (4) The users submit requests for provisioning of 290
Heterogeneous VMs that fill the full capacity okth
( { SIS &p (vj)wj — Tves uq < vTy simulated data center. Each VM runs a web-
uq(v) Ly application or any kind of application with variabl
R= szsm - min}, if u; > Ty; *) workload, which is modeled to generate the utilorat
V; if uy >T, of CPU according to a uniformly distributed random
kq,’), otherwise variable.

The application runsfor150,000 MI that is equall®
where lp(V) is the fraction of the CPU Capacity min of the execution on 250MIPS CPU with 100%
|n|t|a||y requested for the VM and defined as the utilization. |n|t|a”y, the VMs are allocated aCCkimg
VM'’s parameter_ we do not provide the pseudo-cod@ the requested characteristics aSSUming 100% CPU
for the HPG algorithm, as it is similar to the MM utilization. Each experiment has been run 10 times.

algorithm presented earlier. .
5.1. Performance metrics
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In order to compare the efficiency of the algorithmenergy consumption achieved using the MM policy
we use several metrics to evaluate their performandor different values of the lower utilization.

The first metric is the total energy consumptiontiy Threshold and the interval between the threshalds a
physical resources of a data center caused by tpheesented in Fig.3. The graph shows that an inereas
application workloads. The second performancef the lower utilization threshold leads to deceshs
metric is called the SLA violation percentage, oenergy consumption. However, the low level of
simply the SLA violations, which is defined as theenergy consumption can be achieved with different
percentage of SLA violation events relatively t@ th intervals between the thresholds. Therefore, to
total number of the processed timeframes. We defirdetermine the best interval we have to consider
that an SLA violation occurs when a given VM cannoanother factor, the level of SLA violations.

get the amount of Million Instructions Per Second
(MIPS) that are requested. i

5.2. Simulation Results 409

For the benchmark experimental results we have ust
a VM migration aware policy called Single Threshold
(ST). It is based on the idea of setting the uppe
utilization threshold for hosts and placing VMs,ilgh
keeping the total utilization of CPU below this %
threshold. At each time frame all VMs are realledat s
using the IBFD algorithm with additional conditio —— : . . : —
keeping the upper utilization threshold not viotate . e R _Ne Ma on Xm TN BR AW
To evaluate the ST policy we have conducted sever... LA R i
experiments with different values of the utilizatio _ )

threshold. The simulation results are presented in Fig 3.The mean energy consumption by the MM

Energy consumption, KWh

{ by

Fig.2. policy for different values of the utilization trsteolds.
), [ S 6. CONCLUSION AND DI SCUSSION
sl 1 ; In this article, we address the VM consolidation

problem by adopting CPU usage prediction. Our aim
L% was to reduce the frequency of the number of VM

4 105 { migrations and the number of server switches ireord
a5 | to save energy. To this end, based on a resource
. - prediction scheme, we proposed a consolidation with
S0 R 5 O LRG0 G 96 8 O 6 O usage prediction algorithm for energy efficientudo
Utilization threshold data centers. The proposed algorithm effectively
Fig.2. The energy consumption and SLA violations byeduces not only the number of migrations, the
the ST plicy number of power state changes and the energy

The results show that energy consumption can kgnsumption of the servers, but also the average
significantly reduced relatively to the NPA and D¥F number of SLA violations. The simulation results ha
policies by77% and 53% respectively with 5.4% othown that the proposed approach can significantly
SLA violations. The results show that with the gtlow decrease the energy consumption that results friym Vv
of the utilization threshold energy consumptiommigrations and host switches with a better compkan
decreases, whereas the percentage of SLA violatiowgth the SLA. As a future work, we seek to evaluate
increases. This is due to the fact that a highehe performance of the proposed algorithm across
utilization  threshold allows more aggressivemultiple resource dimensions.

consolidation of VMs by the cost of the increasisét r
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